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To date, Ableton Link is the most widely adopted synchronization protocol for musical ap-
plications based on Wi-Fi networks. However, the limitations of Link over Wi-Fi in terms of
scalability are not known, an understanding that may be useful to designers of musical ecosys-
tems involving many nodes to be synchronized. In this paper we present four experiments
aiming at investigating how the protocol performance is affected by the number of connected
devices, the kind of Wi-Fi access point utilized, and by connecting or disconnecting the nodes.
Results showed the reliability of the protocol only for a limited number of nodes, which was
22 for a consumer-grade portable router and 41 for a mesh network created by two high-end
access points. The protocol performances were found to decrease with the number of devices
and when nodes connected or disconnected. Furthermore, the performances of Link are tightly
bounded to that of Wi-Fi, which can vary significantly from day to day depending on network
load and interferences. Taken together, our findings indicate that Link over Wi-Fi is not suit-
able for ensuring synchronization in ecosystems with a high number of nodes, and call for
new wireless technologies suitable for large scale synchronizations in co-located settings.

0 INTRODUCTION

The efficient and accurate operation of several appli-
cations in networks of distributed computational devices
require a synchronized notion of time [1]. The individ-
ual network nodes are equipped with a local clock from
which events may be accurately scheduled. Such a clock
is derived from an embedded crystal or an oscillator cir-
cuit, which however tend to drift with respect to the clocks
on other network nodes, due to imperfections in the tim-
ing hardware [2]. Even if different devices in the net-
work would initially share the same clock, they need a re-
synchronization procedure from time to time. Various sys-
tems and protocols have been proposed within the Internet
of Things (IoT) field to address the issue of establishing an
accurate, network-wide notion of time, which is crucial for
scenarios demanding precise temporal coordination [3} 4].
A particular focus has been placed on minimizing synchro-
nization errors between nodes of wireless sensor networks
(see e.g., as the Flooding Time-Synchronization Protocol
[5]], PulseSync [6] and variations of it [7]).

Synchronization is a central aspect within the emerging
subfield of the IoT paradigm called the Internet of Musical
Things (IoMusT) [8]]. In several loMusT applications, the
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Musical Things (i.e., devices serving a musical purpose,
such as smart musical instruments [9]]) that are present in
an ecosystem require a tight synchronization in order to
create musically relevant outcomes enjoyable by both mu-
sicians and audiences. This issue impacts networked music
performances in both wide and local area networks and in
both wired and wireless networks [10} [11]].

Today, the majority of systems adopted for musical
and creative applications in wireless local area net-
works (WLANS) typically utilize Bluetooth (originally
IEEE 802.15.1), ZigBee (IEEE 802.15.4) or Wi-Fi (IEEE
802.11b/g/n/ac), and in particular they use protocols to ex-
change musical messages between devices such as MIDI
or Open Sound Control [12} [13} [14]]. Synchronization as-
pects in WLANS have been addressed by various studies in
the literature [[15} 10, |16L|8,[17]]. An example is represented
by the approach based on HTMLS proposed in [18] to
synchronize mobile based applications leveraging the Web
Audio framework.

To date, the most widely adopted synchronization proto-
col for musical applications within Wi-Fi based WLANs
is Lin a de-facto standard developed by the company
Ableton [19]. Link is a protocol that allows one to synchro-
nize musical beat, tempo, phase, and start/stop commands

Ihttp://ableton.github.io/link/
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across multiple applications running on one or more Mu-
sical Things. The applications running on Musical Things
connected to a WLAN are able to discover each other au-
tomatically and form a musical session in which each par-
ticipant can start or stop while still staying in time, change
the tempo, as well as join or leave without disrupting the
session.

However, to the best of authors’ knowledge at present
there is no study conducted to assess the limitations of
Ableton Link. This paper aims to address this gap. Specif-
ically, we are interested in assessing the scalability of the
Link protocol, i.e. how many nodes can be simultaneously
handled within a standard Wi-Fi based WLAN. Whereas
Ableton Link appears designed to support a limited num-
ber of devices, some IoMusT applications may require the
synchronization of a large amount of devices, such as par-
ticipatory live music systems involving the audience in the
music creation process [20]. Understanding the limitations
of this protocol is useful to provide guidelines to design
IoMusT applications based on it and to envision possible
avenues to advance its development.

In the reminder of the paper, we first provide an
overview of Link’s main features. Then we describe a
set of experiments conducted to assess its limitations
under different conditions, and discuss the reported results.

1 ABLETON LINK CONCEPTS

The main difference between Link and other approaches
developed by the music technology community (e.g.,
JACK Transport [21]], MIDI Beat Clock) is that it is not
based on a master/client paradigm [19]. In systems based
on a master/client communication protocol, the master
provides a clock signal to a number of clients, and the
master application is usually the only one that has control
over tempo and transport state. This has the drawback that
if the master fails, or the channel breaks, the clients are in
an undefined state. Link introduces a different approach
by creating a peer-to-peer network where all peers share
a global time reference and a beat timeline. Any of the
peers is empowered with the ability to introduce changes
to the timeline in order to change the state of the session.
Specifically, Link is based on the following concepts as
reported on the company’s website:

e Tempo Synchronization. All participants to the ses-
sion can propose a change to the session tempo at any
time. Whereas no single participant is responsible for
maintaining the shared session tempo, each participant
chooses to adopt the last tempo value that has been
proposed on the network. Therefore, it is possible for
participants’ tempi to diverge during periods of tempo
modification (this is particularly true during simulta-
neous modification by multiple participants). Neverthe-
less, this state is only temporary as the session will con-
verge quickly to a common tempo after any modifica-
tion.

e Beat Alignment. Beside having a common tempo it is
important that participants in the session are synchro-
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nized on the same beat. Link guarantees that beats are
aligned across the nodes within the network.
Phase Synchronization. Whereas in most circum-
stances beat alignment is a necessary condition for
playing in time, it is often not enough. When working
with bars or loops, a musician may expect that the
beat position within such a construct (i.e., the phase)
be synchronized, resulting in alignment of bar or loop
boundaries across participants. Link addresses this case.
e Start/Stop Synchronization. Link allows participants
to share information on the musician’s intent to start or
stop transport with other peers that have the feature en-
abled.

Link is based on UDP, and uses the multicast group
224.76.78.75 and port 20808. Link clients join or leave the
multicast group via Internet Group Management Protocol
(IGMP), and every client continuously sends packets con-
taining information to synchronize with other hosts. Link
is released as open source and is currently implemented on
various platforms and embedded in an increasing number
of applications thanks to freely available APIs.

2 METHOD

To assess the Link protocol a number of aspects must
be taken into account. First, different Link-enabled nodes
may differ for the underlying audio processing architec-
ture, which may impact the protocol performance measure-
ments. Indeed to assess if multiple devices are playing in
time, it is necessary to consider the moment at which their
generated audio signals hit the output cable, not the time at
which an audio callback is invoked at software level to gen-
erate the output (which is typically followed by buffering
mechanisms or other delays due to digital-to-analog con-
verters).

Second, the kind of access point (AP) utilized to cre-
ate the network and regulate its traffic may impact the per-
formance of the protocol, as APs may differ for the num-
ber of antennas, frequency bands supported, and algorith-
mic method to handle multicast. Third, the environment
can have a huge impact on the Wi-Fi network conditions
in terms of interferences due to the presence of other co-
located APs or devices using the same frequency bands.
Fourth, devices can join and leave the network as well as
the tempo variations can occur as a result of the expressive
needs of the performers.

In addition, it is important to consider the measures re-
lated to the perception of synchronicity of musical sounds,
which can set an upper bound for which two out of synch
sounds generated by as many Link-enabled devices can be
perceptually tolerated by musicians. While research has
found that performers using conventional instruments or
hand clapping are generally able to maintain a stable tempo
in presence of latencies up to 30 ms [[10], this is not the sce-
nario here investigated as the synchronization is handled
entirely by machines and perceived by humans. It is well
known that the temporal accuracy of the auditory system is
very high. Humans can distinguish as separate two clicks
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temporally distant even at 2 ms [22]], but in the context of
electronic music making this limit is certainly too strict.

We could not find in the literature a clear result of psy-
choacoustics experiments that investigated how the music
making experience of musicians (and electronic musicians
in particular) is hampered by a specific number of millisec-
onds for out of synch beats coming from different digi-
tal musical instruments. Based on results of previous ex-
periments conducted in the networked music performance
field [23] it is reasonable to assume that such a number
depends on several factors, including the music type and
tempo, as well as the envelope parameters (including du-
ration) and timbre of the electronically generated sounds.
Furthermore, also the intended use of the device running
the protocol might play a role (e.g., for applications not re-
quiring timely actions, such as moving a fader in a slow
piece of music, the constrains could be relaxed, while a
very low threshold would be needed for applications re-
quiring very tight synchronization, for instance when an
array of networked speakers collectively engage in some
form of phase sensitive sound synthesis such as wave field
synthesis).

Nevertheless, in absence of a proven threshold, we be-
lieve that it is reasonable to assume for it the same number
of milliseconds found for the synchronization among per-
formers of conventional instruments, that is 30 ms [10].
Nevertheless, in the case of the use of Link for music mak-
ing, performers are distributed in the same room and, there-
fore, we also need to take into account the synchronization
error due to the physical distance between performers (who
might have the source of the sounds placed near them, e.g.,
a loudspeaker). Considering a range of about 3 meters and
that sound travels at 343 m/s in air, we can account for
about 10 ms due to the sound transmission between per-
formers. Thus, subtracting this amount from the 30 ms due
to previous results on the synchronization among perform-
ers of conventional instruments, we set to 20 ms the thresh-
old for the Link protocol above which synchronicity can be
considered to be deteriorating from the perceptual stand-
point.

The consideration of the aspects mentioned above led to
the following research questions: i) how does the protocol
performance vary in function of the number of connected
devices?; ii) what is the maximum number of nodes that
Link can support before a perceptible decrease of synchro-
nization occurs?; iii) how the change of AP affect the pro-
tocol performance?; iv) how is the protocol performance
affected by connecting or disconnecting devices?

To address these questions we designed four experi-
ments, which leveraged an ad-hoc created ecosystem and
a measurement apparatus described in the next sections.

2.1 Ecosystem and measurement apparatus

The ecosystem and measurement apparatus involved in
the experiments are illustrated in Figure |1} The ecosystem
consisted of a number of Link-enabled devices support-
ing Wi-Fi 5GHz (IEEE 802.11ac). These were connected
to the same Wi-Fi network, which was created by an AP.
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Specifically, a total of 75 Link-enabled devices were em-
ployed in the experiments, namely 24 Raspberry Pi 4 and
38 Raspberry Pi 3b+ (with Linux Raspbian Buster and us-
ing the internal sound interface), 9 Bela Mini (with Linux
Xenomai, using the internal sound interface and an A6100-
100PES Wi-Fi USB dongle), 2 laptops, 2 Android-based
smartphones.

Each of the 75 devices run a Pure Data application,
which connected to the Link protocol and emitted a short
click sound in response to each beat. Pure Data was con-
figured with a block size of 64 samples and a sample rate
of 44100 Hz. The utilized Pure Data external implemen-
tationﬂ quantized the clicks to the start of the next audio
block (i.e., the clicks were not sample accurate). There-
fore, in our evaluations it is necessary to consider that the
block size contributed to the timing error in a node’s syn-
chronization, which in the worst case amounts to 1.45 ms.

We also used two kinds of APs to assess the impact of
the AP in modulating the protocol performances, precisely
the TP-Link TL-WR902AC and the HPE Aruba AP-304.
These two kinds of APs have both SGHz and 2.4GHz ra-
dio, but differ for the number and type of antennas, as well
as for the maximum number of nodes supported. Whereas
TL-WR902AC is a simple, portable, and single-antenna
router, designed for a small number of clients, the AP-304
is a professional-grade high-performance AP, which has
three total antennas. Multiple AP-304 can be configured
to form a mesh network and, although it is not a router, it
is designed to support layer 3 (Network Layer) capabilities
such as routing independently multicast and IGMP groups.
As suggested by [13]] for higher Wi-Fi performance in the
context of interactive musical performances, we configured
them with no encryption.

The 75 devices were distributed in a 7-meter diameter.
For the experiment involving the TL-WR902AC, this AP
was placed approximatively at the middle of the nodes. The
other three experiments involved a mesh network of 2 AP-
304, which were hanging on the ceiling at the opposite ends
of the diameter in which nodes were distributed.

The measurement apparatus comprised three RME
Fireface UFX+ soundcards, which shared the same clock
via a dedicated wordclock cable and were connected via as
many USB cables to a MacBook Pro laptop. This gives a
total of 24 analog input channels that can be used to record
the sound generated by as many Link-enabled devices.
For this purpose, we utilized 24 identically configured
Raspberry Pi 4, which were connected to the soundcards
via jack cables. We then created a Pure Data application
to record the 24 channels in .wav files for further analysis.
Recordings were performed at a sample rate of 44100
Hz, therefore resulting in a precision of around 0.0227
milliseconds between samples.

In addition the measurement apparatus comprised 2 lap-
tops. The first one run a Pure Data patch that automatically
changed the Link’s beats per minute (BPM) as described

Zhttps://github.com/libpd/abl_link
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Fig. 1. Schematic diagram of the ecosystem and measurement
apparatus.

below, and the second one monitored the total device num-
ber, the BPM changes, and the connection of devices.

2.2 Procedure

Four experiments were conducted to stress-test the pro-
tocol, which provide examples of various network settings
and load situations that may resemble a real performance
configuration with varying degrees of complexity. All test
were conducted under “ideal” conditions as far as the Wi-
Fi networks traffic is concerned, namely in a laboratory
of University of Trento in July 2020 during the period of
the social distances restrictions due to the COVID-19 pan-
demics, which allowed only a few people to be present in
the university. Therefore, our measurements were intended
to serve as a baseline useful for future comparisons with
other network conditions.

Experiment 1. The first experiment aimed at under-
standing the protocol performances when using a consumer
grade AP and how the investigated synchronization error
measures changed with the number of connected devices.
For this purpose we used the TLWR902AC portable router.

To stress-test the protocol we developed a Pure Data
patch running on a laptop, which automatically changed
the BPM according to the following pattern:

from 20 to 200 BPM in 2.5 seconds;
wait for 20 seconds;

from 200 to 20 BPM in 5 seconds;
from 20 to 200 BPM in 5 seconds;
wait for 20 seconds;

from 200 to 20 BPM in 10 seconds;
from 20 to 200 BPM in 10 seconds;
wait for 50 seconds;

repeat.

e A Rl e

This pattern aimed at representing tempo changes hap-
pening with different speeds, replicating possible behaviors
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of human performers. It was repeated for 3 minutes in each
recording. Recordings started from 4 nodes and progres-
sively increased by one unit the number of nodes reaching
22, for a total of 19 recordings (22 was the maximum num-
ber of nodes that the AP supported, which was found ex-
perimentally). Each recording contained around 500 clicks
for each device.

Experiment 2. The goal of the second experiment was
to understand to which extent the protocol performance is
affected when involving a high number of nodes and con-
sidering a long period of utilization. As the TLWR902AC
router allowed only up to 22 devices, we used two Aruba
AP-304s in a network mesh configuration. We found ex-
perimentally that this setup allowed for up to 74 nodes.
The test involved the same patterns of tempo changes used
in experiment 1. It lasted 2 hours (to resemble a realistic
duration of a live concert). The total number of clicks per
device was 21000.

Experiment 3. The third experiment aimed at investi-
gating what is the maximum number of nodes that Link
can support before a perceptible decrease of synchroniza-
tion occurs. The two Aruba AP-304 were utilized. Using
the same Pure Data patch involved in the previous experi-
ments, we performed 12 recordings of 30 minutes using a
progressive increase in the number of devices, from 26 to
74. Every recording contained 5000 clicks per device.

Experiment 4. The fourth experiment, which involved
the two Aruba AP-304, addressed the research question
about how the protocol performance is affected by con-
necting or disconnecting the nodes. For this purpose, we
developed a Pure Data patch, which automatically changed
the total number of active nodes and the BPM according to
the following pattern, when connecting new devices:

from 200 to 20 BPM in 2.5 seconds;

from 20 to 200 BPM in 2.5 seconds;

wait for 20 seconds;

from 200 to 20 BPM in 5 seconds;

from 20 to 200 BPM in 5 seconds;

wait for 20 seconds;

from 200 to 20 BPM in 10 seconds;

from 20 to 200 BPM in 10 seconds;

wait for 15 seconds;

turn on 4 more devices (which takes around 20 seconds
to boot and join the network using the protocol);
. wait for 60 seconds.

SN E DD =

—_—

—_
—_

An analog pattern was used when considering the re-
moval of the devices from the network. The node number
varied from 26 to 64, when connecting new devices (in the
time span of about 30 minutes), and vice versa when dis-
connecting them. This recording contained 11600 clicks
for every device. Notably, in this experiment we could not
reach the maximum number of 74 devices as the protocol
did not allow a higher number than 64 in that case.
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3 ANALYSIS

A C# program was coded to iterate the .wav files sample
by sample and fill a CSV file with the starting time of each
click for each of the 24 channels. The peak picking method
simply consisted in checking the amplitude of each sam-
ple above a certain threshold (as the click sounds were all
identical) and adopting a debouncing period of 10 ms.

To measure the protocol performance we calculated the
maximum and the mean absolute deviation (MAD) syn-
chronization error between corresponding clicks recorded
on each channel. The maximum synchronization error cor-
responds to the temporal distance between the furthest
clicks. The MAD synchronization error is defined by the
following formula for a set {xj,x2,...,X, }:

l n

MAD = - i — m(X)| ey

i=1
where m(X) is the measure of central tendency, in our
case the mean value of the set.

Figure [2] provides a graphical representation of the two
measures (considering just 4 channels for the sake of easi-
ness of representation). The maximum synchronization er-
ror allows to understand how out of synch the devices can
be from each other. Notably, this measure can be affected
even by a single outlier. On the other hand the MAD pro-
vides a general depiction of the status of all nodes. In the
first and third experiment we aimed at understanding the
distribution of these two measures of synchronization error
(along with their standard error) for the varying number of
nodes involved, while in the second and fourth experiment
we aimed at unraveling their temporal distribution.

Mean Absolute Deviation

* mean
ch1 /\

ch2 :
ch3
ch4 /\ .
I I
Maximum

Fig. 2. Graphical representation of the maximum and mean abso-
lute deviation synchronization errors between recorded clicks (4
channels are illustrated, in the actual analysis 24 were utilized).

Only a few outliers were identified and were manually
removed. Notably, we noticed that under some experimen-
tal conditions, some devices did not synchronize immedi-
ately following a tempo change (both rapid and slow), but
they took some time during which they kept their previ-
ous tempo. This led in some cases to high synchronization
errors. Furthermore, an in-depth analysis on the conditions
under which the maximum synchronization errors occur re-
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vealed that their cause is the rapid tempo changes. This is
due to the fact that the propagation of tempo changes in the
protocol takes some time when the network is crowded and
when the tempo change is rapid.

4 RESULTS

Maximum nodes number. We found that there is a
maximum number of devices that can be successfully con-
nected to the protocol. This limitation depends mainly on
the utilized AP, where high performance AP can form a
mesh network and support a higher number of devices
compared to average APs.

In particular, whereas for the Aruba AP-304 when a
node tries to join exceeding the maximum number allowed
the connection is refused, for the TLWR902AC the connec-
tion is accepted but the whole network becomes slow and
unresponsive. Using the AP TLWR902AC, in the condi-
tion of a restricted number of devices the average through-
put of a Link node was between 0.1 and 0.6 Mbps and
the delay of ping messages between devices under 100 ms
(20 ms on average). Whenever the device count passed the
limit the ping increased to 500-2000 ms, the throughput to
0.9-1.5 Mbps and other devices lose sync or disconnect.
Furthermore, we noticed that if any device is turned off,
the exceeding one will connect shortly after, the network
will quickly return to normal functioning, and the protocols
will work normally again. Although the exceeding node is
not synchronizing with others, nor appearing in the device
count provided by the Link facilities, the IGMP group ta-
ble on the router will still contain the device’s IP. This limit
can vary at different times or changing the position of the
nodes.

Notably, we also found that the maximum number of de-
vices that can be supported can vary on different days or at
different time within the same day, even when using the
exactly same devices and position. This variability is likely
due to environmental variables such as interfering Wi-Fi
networks or devices.

Experiment 1. Results of the first experiment, which in-
volved the low-cost AP TLWR902AC, are illustrated in
Figure [3] As shown, up to 22 nodes the two measures of
synchronization error remain below 3.5 ms, although with
a constant increase in the maximum synchronization error.
The same experiment was not repeated with the advanced
AP Aruba AP-304, but considering its higher quality and
the results of experiment 3 for 26 nodes (see Figure [5) it
is more than reasonable to expect that the performances do
not significantly differ from the ones achieved with the AP
TLWR902AC.

Experiment 2. In Experiment 2 we tried to connect as
many devices as possible for a rather long period (2 hours).
Results, illustrated in Figure 4] show that while the MAD
synchronization error was on average below 16 ms for the
whole duration of the recording (mean = 5.3 ms), the maxi-
mum synchronization error could reach even 150 ms (mean
= 40.2 ms). The measure of the maximum synchroniza-
tion error (average and maximum) exceeded the 20 ms
threshold we set, and indeed an inspection using the ac-
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Fig. 3. Results of experiment 1. Mean absolute deviation and
maximum synchronization errors for a number of nodes varying
between 4 and 22, using the TLWR902AC access point.

tual sounds revealed a perceptible asynchronicity. Notably,
the performances of the protocol deteriorated with time,
especially in terms of the maximum synchronization error.
Therefore, the experiment shows that even if in this net-
work the protocol can handle 74 nodes, its performance is
not good enough, and considering that we performed the
test in a controlled environment it would likely be even
worse in real-world applications.

Experiment 3. Figure [5] shows the results of the third
experiment. As it is possible to notice, up to 41 nodes
the maximum synchronization error remains under 11 ms,
which is tolerable according to the threshold considered.
However, with a higher number of devices the performance
becomes clearly unstable and unpredictable. At 74 nodes,
only the MAD is consistent with the results of experiment
2 for the first 30 minutes (see Figure E]) whereas the max-
imum synchronization error is on average lower indicating
a high variability of this performance metric.

Experiment 4. The results of the fourth experiments are
depicted in Figure [6] As it is possible to notice, the max-
imum synchronization error presents, above 41 devices, a
set of spikes that can reach up to about 1300 milliseconds.
This behavior is due to the combined effect of the num-
ber of the act of joining/leaving the network and the tempo
change. It can be explained not only by internal mecha-
nisms of the Link protocol, but also by effects due to the
handling of multicast by the APs, which include a number
of retransmissions due to dropped packets.

5 DISCUSSION AND CONCLUSION

In this work we documented the process of testing the
scalability and performance of the Ableton Link proto-
col over Wi-Fi. We aimed at investigating the behavior
of the protocol under stress conditions in order to under-
stand whether it can be suitable for a complex usage like
crowd participation and involving various kinds of tempo
changes.
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Results indicate that Link over Wi-Fi is not suitable for
ensuring synchronization in ecosystems with a high num-
ber of nodes, even when involving high-end APs. Our
findings showed the reliability of the protocol over Wi-
Fi only for a limited number of nodes, which was 22 for
a consumer-grade portable router and 41 for a mesh net-
work created by two high-end AP. With Link every sin-
gle node sends packets to the multicast group when join-
ing/leaving the network or when a tempo change occurs,
and that causes a growth of the required throughput for ev-
ery device-antenna connection.

The quantity of antennas in the AP appears to be the
main variables that affect the limit on the number of de-
vices that can join the protocol. The number of devices
per antenna is likely given by throughput (which changes
mainly with the band), wireless standard, antenna gain,
signal-to-noise ratio and beamforming [24]. It is reason-
able to think that using newer technologies like 5G at high
frequency bands a higher devices-per-antenna ratio will
be observed. Nevertheless, the protocol performances de-
crease as the number of devices are added. Indeed there is
a tendency for which the two measures of synchronization
error increase (with some unpredictable fluctuations) as the
number of devices (and, therefore, the transmission rates)
increase on the network. This result is in line with those
of the study reported in [25], which investigated the effect
of number of nodes on the Wi-Fi performances (only us-
ing the 2.4 GHz band) in terms of synchronization error of
packet delivery under stress conditions. Furthermore, the
performances of the protocol over Wi-Fi in presence of a
high number of devices are hampered by the nodes act of
joining or leaving the Link session.

It is worth noticing that the measures reported in this
study related to an ideal condition, i.e., an empty office in
a building with few people and, therefore, little interfer-
ence from other networks and devices. The protocol per-
formance may vary significantly from day to day depend-
ing on network usage in a crowded environment, as well as
by the presence of electro-magnetic interferences. There-
fore, we should consider that outside the controlled en-
vironment, in actual application settings such as perfor-
mance environments, the performances here reported could
be worse.

Link performances are intrinsically bounded to the Wi-
Fi performances. The fact that the performance of Wi-Fi
can vary drastically due to external conditions such as net-
work load or interferences, is a problematic aspect for prac-
tical live music application scenarios, a concern also ex-
pressed by other researchers in the music technology field
[25]. In future work we plan to investigate the exact causes
of the decrease of performances of Ableton Link. For this
purpose, it is necessary to devise a methodology capable of
isolating the potential issues, in order to understand for in-
stance whether the decreases of performance found on this
study can mostly be attributed to an algorithmic basis, the
network/operating system/audio stack of the specific sys-
tems under study, or a combination thereof. For instance,
instead of using Wi-Fi it is in principle possible to run the
tests here reported over ethernet or 5G.
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involving 74 nodes and the mesh network generated by two Aruba AP-304 access points.
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two Aruba AP-304 access points.

Wireless technology offers many benefits to the design
of new musical interfaces and IoMusT ecosystems com-
pared to the cabled-based counterparts, including increased
mobility, dynamic network formation, increased flexibil-
ity of ecosystem design and development, as well as ease
of deployment. Nevertheless, despite these benefits and
the importance of accurate timing in music, today there
are relatively few widely applicable synchronization so-
lutions for Wi-Fi networks available to computer music
practitioners. This calls for novel wireless technologies en-
abling IoMusT applications capable of supporting various
kinds of synchronized interactions between performers as

J. Audio Eng. Sco., Vol. 1, No. 1, 2021 January

well as between performers and audiences. With respect to
this, the deployment of 5G infrastructures appears to be a
promising, yet unexplored solution for the creation of syn-
chronized applications in IoMusT ecosystems, in both co-
located and remote settings [26].
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